Statistics 11 Problem Set 2
Professor: Marcelo J. Moreira Solutions
TA: Luan Borelli August 07, 2024

1. [16.3, LNs| The matrizc X = [Xl X2:| is full-column rank. Use the fact that X is
orthogonal to X5 = M1 X5 to find

-1
(X/X)—l — |:X1Xl X1X2:|

X4X1 X4Xs
and sums and products of the terms (X X1)™', X[ X, and (X3'X})~L.

A A,
As Ayl

AN FATTAN (A — AsATTAY)TTASATT —ATTA (AL - AsATT ALY
—(Ay— A3AT AT A AT (A, — A3 AT Ay ’

provided A; and the Schur complement of A; in A, A; — A3A[' Ay, are invertible. Define
the Schur complement of XX, in (X'X)™! as

S = XLXy — X4X1 (X! X)X Xy = X4 X5 — XL X,
= Xo(I — N1)Xo = XoM Xy = Xy MM Xy = X357 X5

Solution. 1 shall use the result that for a conformable partitioning A = [

Al =

Then we can write

eyt [OXX) T (XX~ (X 6) S (XX (XX ™ — (X X0) ™ (X X) 5!
(X'X) _[ —STLXG X (X X)) ! S ]
_ [<X1X1>1u+ (X{X2)S (X Xa)' (X{ X)) —<X1X1>1<X1X2>81]
- ~[(X1X0) " (X]Xa)5 1) 5! |

as desired.

Alternatively, notice that X{M; = X|(I — X, (X1 X1)7'X]) = X| — X| X1 (X X)) 1 X] =
X1 —X{ =0. Thus X{X; = X{M;X, = 0. Therefore,

By A [xx xixs)
(0 y b)) = [ 5]
C[xixy o0 7T X)) 0
Lo o Xxyxp T o0 (xarxy)e

Now, observe that

X1 Xy (X]X0) XX + X3 ]

/ —1 /

0 I, [
(X0 NiXo+ M Xo)
= [X1 (N} + Np)Xo]
(X1 X,],


https://en.wikipedia.org/wiki/Schur_complement
https://en.wikipedia.org/wiki/Schur_complement
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and let A = (X]X;) ' X[ X,. Then we can write

(XX)! =

/ —1
* Ikl A * I]ﬁ A
_<[X1 X2] {O [kz]) ([Xl XQ} {0 ij>}
_ , -1
Ikl A 17 * Ikl A
{O ij [Xl Xz} [X1 X2] {0 Ik?”
1, O S L, A1
[Aﬁz ij [Xl X2] [Xl XQ] {0 I@H
_-[k‘l A o x1/ * ! Ilﬁ 0’ -
] [[Xl X3 [ X% Xz]] {A/m I,
_]kl —A (X{Xl)fl 0 Iy, 0
0 (X3'X5)7 1 | =A% L
(XiX)™h —AXTX)T | I O
.0 (X'X5)7 | -4 L
(X1 X))+ AXGX5) M A —AXG X))
—(X5'X5) A (X' X5)~

2

2

(XX T+ (X X)X X (XGXE) TG X (XXG) T —(XX0) T XX (X XG) ™
—(X3'X5) T X X0 (X X)) (X3'X5)™ '

We obtained the same result, but this time without using the 2 x 2 block inversion formula.

O
2. [16.7, LNs| Let X and y be
1 2 14
1 4 17
X =[X1,Xo)= |1 3 and y= |38
15 16
1 2 3
Calculate the following:
(a) Q =X'X, |X'X|, and Q7"
Solution.
Q= {5 16] |IX'X| =34, and Q'= { %8 _5%}
16 58|’ ’ 1
O

(b) A= Q 'X’ and § = Ay.
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Solution.
B .3 5 1 13 9
A= |17, T o7 173} andﬁ:l]
TR T R VI T 3
O
(c) N and y = Ny.
Solution.
71 4 _2 1 N
VA AL Y
A A 17 A
_2 7 5 23 _2 17
17 17 34 34 17
s U S T S N
7 17 17 7 17
O
(d) M and e = My.
Solution.
0 1 _4 2 _71 6
17 17 7 17 17
IR A (e S 3
A AN 17 17
M=|-&£ - % -2 —-& and e= |—3
2 _7 _5 1 2 —1
T U R () -5
17 17 7 17 17
]
(e) tr(N) and tr(M).
Solution.
tr(N)=2 and tr(M)=3.
O
(f) X5'X5, X5'Xo, X3'y*, and X3'y.
Solution.
leXzzg’ lexzzg, X5 = and Xz’y:?-
O

(g) (X3'X3)' X5y, and compare your answer with item (b).

Solution. As in item (b) we obtained By = 3, by the FWL theorem the answer must be 3.

(X3'X3) X3y = 3.
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3. [16.2, LLNs| Let A and B be two symmetric and positive definite k X k matrices. Prove
that A — B is positive definite if and only if (B~' — A™1) is positive definite. Apply this result
to compare (X3'X3)™! and (X}X5)~L.

Solution. For this proof we will be extensively using the well-known fact that if X > 0, then
C'XC » 0 for any conformable C', where “>~ 0” here reads “is positive definite”. This is just
a notation. First, we shall prove that [, — A >0 < A~!'— I, > 0.

( =) Since A is symmetric, so is A~'. Therefore there exists A~'/? symmetric such that
A7l = A7Y2A7Y2 Notice that [, = A72AA~Y21 We have that

ATV L= ATV2ATYZ A2 AATY? = ATV — A)ATY? - 0.
The conclusion follows from the fact that I, — A > 0, by hypothesis.

( <= ) Similarly, since A is symmetric, we can find A2 such that A = AY2AY2. Notice
that I, = AY/2A-1 A2 We have that

I, — A= AYV2ATLAY2 _ AV AV = AV2(ATY - [ AY? - 0.
The conclusion follows from the fact that A=! — I, = 0, by hypothesis.

Now we shall use the above result to prove that A — B>~ 0 <= B! — A1 = 0.

(=) Observe that
A-B»0 = A (A-BA V2~ 0 = I, - A?2BAY2»0.
From the previous result, this implies AY/2B~1AY? — I, = 0. Therefore
Bl AT = ATV2AV2BTI A2 ATV L ATV AY2 2 AV A2 BRI A2 [y AT ),

( <= ) Since B is symmetric, there exists B'/? symmetric such that B = BY2BY2. We
have that B~' — A=' = 0, whence BY/?(B~' — A~')BY/2 = 0. Thus I, — B/?A7'B'Y? ~ (.

The result from the first part implies B~Y/2AB~'/2 — I;, = 0. Therefore
A _ B = BI/QB—I/QAB—l/QBl/Q _ BI/QIkBl/Q — Bl/Q(B—l/QAB—l/Z _ Ik)Bl/Q -~ 0.

Observe that a similar proof to that presented in this exercise could be employed to show
that the same result holds for positive semidefiniteness. Having this in mind, let’s compare
(X3'X3)™! and (X5X5)~'. Observe that X3'X3 = XoM X5 = X5(I — N )Xy = X0X, —

Observe that

A—1/2AA—1/2 — A—1/2(A—1)—1A—1/2 _ A—l/Z(A—1/2A—1/2)—1A—1/2 _ A—l/Q(A—l/Z)—l(A—1/2)—1A—1/2 = I.
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X)N1 Xy, Thus X5 X, — X3/ X5 = X,N; X,. Since N is positive semidefinite,? it follows that
X} N, X, is positive semidefinite. Therefore (X3X5)™! — (X3'X3)~! is positive semidefinite.
]

4. [16.8, LNs| The regression includes an intercept, and the first column of X is x1 = 1, the

vector of ones. Let My = I — z1(xhzy) 1.

(a) Show that My is the vector of residuals from a regression of y on the vector of ones
alone.

Solution. A regression of y on the vector of ones alone gives
B=(11)"1y.
Thus the vector of residuals is

y—18=y—1(1'1)""1y = (I - 1(1'1) 'V )y = (I — 2y(z21) "'}y = Myy.

(b) Show that y'Myy = > .(yi — §)*.
Solution. Observe that
y' My =y (I — i (2ey) o)y =y'(1 —1(1'1) ")y = ¢y —y'1(1'1) "1y = ¢y — (1'y)'(1'1) "1y

n

n n 2 n n n
=y yi—nt (Z y) =Y v -9 (Z yi) =Y W —gy) = > (47 — 20y + 9w:)
=1 =1 =1

=1 =1 =1
= W = 20y) + 9> vi= > (W —2gu) + gy = (v — 29y +7°)
=1 =1 i=1 i=1
= Z(Zﬁ —5)?
as desired. O

(c) Suppose the classical regression model applies to Ely] = X 3. Show that E[Y_.(y; — 4)?] =
(n — 1)o? + B5X3' X3 o, where By is the (k — 1) x 1 subvector that remains when the first
element of B is deleted, Xo is the n x (k — 1) submatriz that remains when the first column
of X s deleted, and X; = M;X,.

2Recall that all the eigenvalues of the annihilator matrix are either zero or one; thus, nonnegative. A
matrix whose all eigenvalues are nonnegative is always positive semidefinite.
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Solution. Observe that

y' Myy = (151 + Xafy + u) My (151 + Xof3y + u)

= (611" + ByX5 4 u') My M, (151 4 Xo 2 + )

= (811 My + By Xy My + u' M) (Mi161 + My X5 + Myu)
= (B3 X5+ u' M) (X356, + Myu)

= ﬁéX;IX;ﬁQ + ﬂ;X;’Mlu + /LL/M{X;ﬁQ + u’Mlu.

Thus,

E[Q,Mly] =E

%

> (i - y)2] = 35X X5 By + Elu/ Myu] = ByX5 X5 By + Eftr(u' Myu)).

Now, recalling that the trace of Mx is n — k, where k = dim(X), we obtain

Eftr(uu'M,)] = tr(E[luv/|M,) = tr(I,0>M,) = tr(M;)o? = (n — 1)o?,
whence it follows that E[y' Myy] = 85X3' X585 + (n — 1)0?, as desired. O
(d) Consider R? =1—1[>",€2/(n—k)|/[>;(yi — 9)*/(n — 1)]. Evaluate the claim that the

7

denominator Y .(y; — §)*/(n — 1) is an unbiased estimator of the variance of the dependent
variable.

Solution. The claim is false. Observe that

B> - 9)/(n - 1>] =R gt

- n—1
[
5 [16.11, LNs| Consider the linear regression model
y=Xp+u,
where E[u|X] = 0 and V(u|z) = 02I,,. There are two regressors, so the i-th row of X is

given by xy = (x14,224). Let

n -1y
b
- (o) oo
2 t=1 t=1
be the OLS coefficient of a regression of y on X.

(a) Let b = (2?21 xit)fl Y i Ty be the coefficient of a regression of y on xy. Show that

b;zbl—FFbg
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Solution. Write y; = x1b1 + x2,:b2 + 1 and

n -1 5
bt = (Z x%t> Z 21 ¢ (21401 + T24b2 + wy)
=1 =1

n -1 n n -1 n
2 2
= bl -+ E le,t E xl,th,tbQ + E xl,t E X1,tUt
t=1 t=1 t=1 t=1

:bl—l-FbQ,

where F' = (Z?:l :vit)fl > w142e,. The last equality follows from the fact that v, = My
and Mz, = 0. O

(b) We are given the following estimated OLS coefficients of the dependent variables (columns)
and explanatory variables (rows):

‘ Yy 1 T
y |1
I 1
T 1

Find the estimator f = (X'X)"'X"y.

Solution. It seems that there is information missing in the table. If we assume that the empty
entries mean that coefficients are zero, then 2y = zhy = bz, = 0. Thus X'y = (2}y, 2hy) =
(0,0) and hence B = (0,0). If, instead, we only assume that the OLS coefficients of x5 in
x1 or xy in x5 are zero, then we have zhr; = z{xy = 0. Therefore,

-1 , , -1 / -1 / -1
i1 |7 | Zhe 2z R ET ) _(@hzy) 0
(X'X)™" = ([x’J [xl xﬂ) o |::E/2131 mgxg} o { 0 xgmg} o [ 0 (xhwe) 1|7

whence it follows that

B=(X'X)"'Xy= {(95/1551)_1 0 1} [w’ly]

0 (zhae) ™| |24y

-

(2h2)~tahy]  |bo+ Fobi|  [ba

where, akin to item (a), Fy = (z}x1)” " &\xs = 0 and Fy = (xhas) " bz = 0. O

6. Suppose two researchers are interested in the linear relation between the production of
an agricultural product y and fertilizer z. They have quarterly data on these variables from
m years and a total of n = 4m observations. The researchers are concerned with seasonal
patterns in these variables. Researcher John proposes that first each variable is deseasonalized
in the following way: calculate the seasonal means i1, Y2, Y3, Y, and express each observation
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as a deviation from its seasonal mean: y;, = Y, — Yn, where yu, s the value of y for year
t and quarter h, and z}, = 2z, — Z, where zy, is the value of z for year t and quarter h.
Then regress y* on z*. On the other hand, researcher Robert propoes to regress y on X and
z, where X = (1, 2,73, 74) and xy, is the h'" quarter seasonal dummy

1 n quarter h
Ty = ) .
0  otherwise
(a) Show that the two competing methods proposed by John and Robert yield the same esti-
mator for the fertilizer effect z on y.

Solution. Partition data in quarters: y = (yy,¥s, Y3, ¥4) and z = (21, Z2, 23, Z4), where each
y, and zp, h =1,...,4is m x 1. Let z, = 1z, and y;, = 1y, for h =1,... h, where 1 is a
m X 1 vector of ones. John estimates

y' =z +u,
or
Yi— Y1 zZ1 — 2
Vel _|moB| g
Y3 —Y¥s3 zZ3 — 73
Yy — Y4 Zy — Zy

The OLS estimator for g is given by

A

6 — (Z*/Z*)_IZ*IY*.
Robert estimates
y=2z0 +XB+u
By FWL, 3, = (2 Mxz) 'z’ Mxy, where My = I — X(X'X)~'X’. Partition

oo+
oo =O
o= OO
= o oo

where 1 and 0 are m x 1 vectors of ones and zeros, respectively. Observe that

1 0 0 0|1 000
o0 1 0 0|01 00

/ —
XX = o0 0 1 0|0 o0 0
o0 0 0 1[0 001

00 11 0’0 00|

00 00 11 00
00 00 00 11

1
(11T 00 0'0 00 [

oo o 3
oo 3 o
o3 oo
S oo o
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Furthermore,
11’ 00’ 00" 00
; 00’ 11’ o0’ 00
XX = 00’ 00" 11’ o0’
00" 00" 00" 171/
Therefore
Mxz=2z—-m XX’
2, 11’ 00’ 00" 00| [z,
N 20 00" 11’ 00" 00'| |zs
|23 00" 00° 11’ 00'| |zs
| Z4 | 00" 00" 00" 11'| |z4
-Zl- 7111’Z1 VAl 1m™! Z;nfl Zj1
_ Zy| 7111/Z2 _ Zo 1m~! Z;n—l Zj2
Z3 111 Z3 Im™ Z;n—l 25,3
|74 11’z Z4 Im=' 3 254
_Zl_ _121 VAl Zl
|22 . 122 |22 . ZQ — g
o VA 123 o Z3 23 o ’
| Z4 | _124 Z4 74

where by z; ;, we denote the year-j quarter-h observation. Analogously, Mxy = y*. Therefore

= (z'Mxz) "2 Mxy

= (z'MxM,z) 'z Mx Mxy

= [(Mxz) M,z ' (Mxz) Mxy
= (z

*/ ) 1 */y*_,B

whence it follows that the two competing methods proposed by John and Robert yield the
same estimator for the effect of z on y. O]

(b) Mark instead suggests the intercept could be relevant, therefore they should regress on
1=(1,...,1), X and Z. The researchers comment this would not be a good idea. Why?

Solution. Notice that 14, = X; + Xo + X3 + X4, so if we were to add an intercept we
would have perfect multicollinearity. This would imply that the full design matrix D =
[14m Z X; Xo X3 x4} would not be full rank and hence the moment matrix D’D would
not be invertible. Therefore, the OLS estimator (D’D)~! D’y would not be well-defined. [

(c) Now Mark and Robert are interested in testing the hypothesis that there is no seasonal
pattern in the data. Mark proposes to regress y on X only and test if the coefficient of X
equals to zero. Robert, however, proposes to regress y on X and z and test if the coefficient
of X equals to zero. Which of the two methods would you choose? Ezplain your answer.


https://en.wikipedia.org/wiki/Multicollinearity
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Solution. As z is relevant for explaining y, omitting it from the regression would imply
omitted variable bias. So, in principle, I would prefer Robert’s suggestion. We must, however,
always be aware of the bias-variance tradeoff when deciding whether or not to include new
regressors in a model. O

(d) The research assistant loads the database on Stata. The database contains the variables
Y, T1, To, T3, Tq, 2 described above. Write the commands he would use to run the regression
Ofy on Ty, T2, T3, T4, 2.

Solution. regress y x1 x2 x3 x4 z, noconstant 0

7. [16.30, LNs| Consider the model
yi = ;8 + u;

where (%, w;) are iid with u;|z; have the density f(u) € C? (with support —oo < u < 00).
Assume that

E[U]:/Zuf(u)zo

and VU] = E[U?] = /00 u?f(u) = o

—0o0

(a) Use transformation of variables to show that the (conditional) pdf of y;|z; is given by
9(yilzi) = f(yi — ziB).

Solution. Recall that if a continuous random variable X has pdf fx, then an increasing 1-to-1
-1

transformation Y = h(X) of this random variable has pdf fx(h™'(y))- |aha—y(y)|. Here y; is an

increasing one-to-one transformation of u;, which has density f. The inverse transformation

is h™!(u) = u—x!B. Therefore the pdf of y; is f(h_l(yi))-\%g—;f%)\ = fly;—2.8) = f(u;). O

(b) Find the likelihood of y = (y1,...,yn) conditional on X = (x1,...,2,)".
Solution. The likelihood is L(8) =[]}, f(y; — z.0). O
(c) State the Gauss-Markov theorem.

Solution. In the homoskedastic linear regression model, if A is a linear unbiased estimator of

B, then V[3|X] > o?(X'X)"". O

(d) We will show in item (f) that the asymptotic variance of V(B — %) can be smaller than
the asymptotic variance of v/n(B — *), where B is the MLE and (3 is the OLS estimator.
Explain why this result does not contradict the Gauss-Markov theorem.

Solution. When the MLE estimator lacks linearity and/or unbiasedness, which is perfectly
possible, it falls outside the scope of the Gauss-Markov theorem. Consequently, the asymp-
totic variance of /n(3 — 3*) can be smaller than that of v/n(8 — 8*) without posing any
contradictions. O


https://en.wikipedia.org/wiki/Bias%E2%80%93variance_tradeoff
https://www.stata.com/manuals13/rregress.pdf
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(€) Find the asymptotic variance of /(3 — %).

Solution. Write /n(3 — %) = (n 'S0 ax))” /n(n ' S0, @;u;) . By standard LLN,
CMT, CLT, and Slutsky arguments it follows that /n(3 — 8*) > N(0, E[z:2!]~'0?). O

(f) Show algebraically that (i) the asymptotic variance of V(B — ) is no larger than the
asymptotic variance of /n( — 3*); and (ii) give a necessary and sufficient condition on the
density f(u) for the asymptotic variance of B and B to be the same.

Solution. Under standard regularity conditions, taking logs of the likelihood function ob-
tained in (a), using first-order conditions and appealing to the mean value theorem, one can

. N2
show that /n(8 — fo) LN N(0,J71), where J =E [(%) xzx;] . Recall that A — B is PSD
if and only if B~! — A~! is PSD. Therefore

(o)~ (3] () o]} <o
<=¢E_(?&3)2%@]—£§Euﬂﬂzo
(5e3) =

2. f'(wi) ? . UM T _ 13
E[u sz]E <f(uz)) Z] > fE ) 1] 1,

(5

Avar(f) — Avar(8) = 0.

A necessary and sufficient condition on the density f(u;) for the asymptotic variance of

(LIE) <= E |E

—E{l%ﬂ}>O (1)

0_2 2 ~

From Cauchy-Schwartz inequality,

whence

Therefore (1) holds and hence

~ ~ / . 2
£ and B to be the same is E (%) xZ] = 1/0%. A simple sufficient condition is w;
being normally distributed. Observe that in this case we would have f(u;)/f(u;) = —u;/0?,
o\ 2
whence E (%) :L‘Z] =1/0% O
30bserve that E |u; £-(4) f( = f u; L f (ul) du; = ffo wi f () du; = u; f(ul) —f f(w;) dug,

by integration by parts. Since f is a pdf, the second term equals 1. You can show that the first term is zero.
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8. [16.11, LNs| Repeated exercise. See Exercise 5.

9. [16.26, LNs| Suppose that the classical normal regression model applies to

E(y) = 2151 + 2202 + 2303 + 2484 + 2505.

A researcher regresses y on (x1,xs, T3, T4, x5), and also regresses w on (21, z2), where w =
Y — Xy, 21 = Tg — Xg, and Zo = T3.

(a) State the joint null hypothesis that is testable by comparison of the sum of squared
residuals from those two regressions.

Solution. Write the regression model of y on (z1, s, T3, x4, x5) as

y—1x1 = (01— 1)1 + 220 + w303 + 2484 + 505 + u.

Observe that y —x; = w. Further, observe that when 5, = 1, f5 = —f4, and 85 = 0 we have
w = (12 — 14) 02 + 1303 +u = 2152 + 2205 + 1,

which is precisely a regression model for a regression of w on (21, 22). Therefore, the joint
null hypothesis that is testable by comparison of the sum of squared residuals from those two

regressions is Hy : (81 = 1)A (B2 = —B4) AN(Bs = 0) against Hy : (81 # 1)V (B2 # —P4) V(B #
0), where A and V denote the logical “and” and “or” operators, respectively. ]

(a) What is the “numerator degrees of freedom” parameter for that test?
Solution. The F' statistic for the above test is given by

(SSRR — SSRUR)/C]
SSRUR/(TL—]{?) ’

F =

where ¢ is the number of restrictions being tested, n is the sample size, and k the number
of regressors. Since errors are normally distributed, F' follows an exact Fj ,_j distribution,
with ¢ “numerator degrees of freedom” and n — k “denominator degrees of freedom”. Since
the number of restrictions being tested is 3, we conclude that the “numerator degrees of
freedom” is 3. O

10. [16.27. LNs| Suppose that the classical normal regression model applies to Ely] =
101 + x2fs + X303 + Tafy. Let w = y — Ty, 21 = T1, 22 = Ty — Ty, 23 = XT3 — x4. For
a sample of 104 firms, regression y on (xy1, T2, x3,x4) gives 70 as the sum of squared residu-
als, while regression w on (21, 29, z3) gives 80 as the sum of squared residuals.

(a) Test at the 5% significance level the null hypothesis 1+ B2+ B4 = 1 against the two-sided
alternative By + B3 + B4 # 1.
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Solution. We can write the model
y=1z181 + 220 + 2383 + x4Bs tu

as y — x4 = 111 + (02 — 14) B2 + (v3 — 24) B3 + (B2 + B3 + B4 — 1)x4 + u, o1, equivalently,
w =215 + 2202 + 2303 + yra + u,

where v = 5 + B3 + B4 — 1. Under this equivalent formulation, testing 8y + o + 54 = 1
against 51 + (2 + B4 # 1 boils down to testing v = 0 against v # 0. The F-statistic for such
a test can be written as B .
SSE(Bors) — SSE(Bors)
52

where SSE(8) = S, (y; — X3)? denote the sum-of-squared errors, Sors is the OLS coeffi-
cient obtained from regressing w on (z1, 22, 23) only (i.e., the OLS coefficient obtained under
the null restriction v = 0), and BOLS is the OLS coefficient obtained from regressing y on
(21, T2, w3, x4). At the 5% significance level, we reject the null hypothesis if F' > 3.84, where
3.84 is the (approximate) 95% quantile of a x?(1) distribution.*

F =

)

We have SSE(Bc1s) = 80, SSE(Bors) = 70, and s? = 0.7.° It follows that
80 — 70
0.7
Therefore, at the 5% significance level we reject the null of v = 8; + 8, + 4 — 1 = 0. ]

F = ~ 14.29 > 3.84.

(b) Let v =1y — x9, t1 = a1, ty = T3 — Ta, t3 = T4 — xo. If v is regressed on (t1,ts,t3), what
sum of squared residuals will be obtained?

Solution. Observe that t; = 21, to = 13 — x4 + T4 — T9 = 23 — 29, and t3 = —2zy. Therefore

v="=151 + 12 + 1362 +u

y—mrp= 201+ (23— 22)B2 — 2283+ u
y—x4=201+ (23— 22)B2 — 22P3 + T2 — x4 + 1
w=z101+ 2302 — 2202 — 2203 + 22+ u

w =261+ 22(1 — B2 — B3) + 2302 + u

W= z171 t 2272 + 2373 T U,

11111

where 71 = (1, 72 =1 — P2 — 3, and 3 = (5. This is a regression model for a regression of
w on (21, 22, z3). Therefore the sum of squared residuals will be 80. O]

4Since, for this exercise, the errors are assumed to be normally distributed, it can be shown that the
F statistic follows an exact Fy, ,_r = Fj 100 distribution. Therefore, we could use the 95% quantile of
this distribution, which yields a critical value of approximately 3.94. This value is more precise than the
approximate critical value of 3.84 obtained from the asymptotic x?(1) distribution of F. However, given that
F = 14.29 is a relatively large value, the conclusion would remain the same regardless of the distribution
considered.

Recall that .
s 2@ SSE(Bors)
s§° = =

n—=k n—=k
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11. [16.28, LNs| Consider the following regression model:

where (Y )n;x1, (Xi)n,xk are nonrandom, (u;)n.x1. Assumeu; ~ N(0;021,,) and that E(uu}) =
0, © # 7, where 1 indicates two groups of a population: married and single individuals. The
goal is to test the equality between married’s parameters and single’s parameters, Hy : f1 =
Bo. Note that you can pile the two equations in just one model:

yi| | X 0
)< B 2]

That is, fory = (y},v5) and u = (u},uh)’, we have

y= {)ﬂ B+ [)?J B2 + u.

(a) Rewrite this model as a function of a new parameter vy so that testing Hy : [y = [Po is
equivalent to testing Hy : v = 0. Compute the test based on the F'-statistic as the difference
between restricted and unrestricted sum of squared residuals: SSRr — SSRyrg.

Solution. Write

¥=1o 514‘[)(3—2]524-%

= )él B — [)él] Ba + {)(()1} Ba + [)?2] B +u
= lo (B — B2) + [ﬁj B2 +u

_ Xy
- 0 ’7+ |:X2:| ﬁ2+u7

where v = ) — B2, and f = (v, 55)". Testing Hy : f; = [y then becomes equivalent to
testing Hy : v = 0. The F-statistic for this test is the usual
>t  SSRr—SSRyr  SSRr— SSRyg

n—k  SSRyr/(n—k) s2 ’

where SSRyg is the sum of squared residuals under the OLS coefficient obtained by re-

F=

gressing y on [)él] and [ )g }, and SSRpg is the sum of squared residuals under the OLS
2

. . . X . . :
coefficient obtained by regressing y on [ '|; that is, the constrained least squares estimate

Xo
under the null restriction v = 0. At the 5% significance level, we reject the null hypothesis
if > 3.84, where 3.84 is the (approximate) 95% quantile of a x*(1) distribution.’ O

6 Again, since errors are assumed to be normal, we could alternatively use the 95% quantile of a F, ,,_
distribution, instead of the asymptotic approximate 95% from a x2(1) distribution.
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(b) Show that SSRyr = SSRy + SSRy, and that SSRr = SSRs3, where:
1. SSRy is the SSR obtained from regressing y; on X;.
2. SSRy is the SSR obtained from regressing 1y on Xo.
3. SSR3 is the SSR obtained from regressing (y1,v5) on (X1, X3)'.

Solution.
ssron=([3] - [V =[] ) (Bl -[3] %= [x] )
— (b - xt =m0 ) (2] - |5 e [ %)
= (=B [ 0] =m0 X))
x ([yi A [gj — v ] [)ﬂ Bi—[n wl [;()J B2
+81[x1 0] ﬁﬂ Bt By [X5 0] ﬁﬂ 62>

= iy — y1 Xa B+ B X1 X081 + ysye — yhXofa + 55 X5 X0 0
= (11 — X151 (1 — X1B1) + (y2 — Xof2) (y2 — Xo32) = SSRy + SSR;.

som-(2)- <] [ (B 514
(8- (5] 21 ) (8- E51- 2]




